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#### Abstract

Multiconfigurational second-order perturbation theory has been employed to calculate two-dimensional potential energy surfaces for the lowest low-lying singlet electronic states of $\mathrm{CH}_{2} \mathrm{BrCl}$ as a function of the two carbonhalogen bonds. The photochemistry of the system is controlled by a nonadiabatic crossing occurring between the $\tilde{\mathrm{A}}$ and $\tilde{\mathrm{B}}$ bands, attributed to the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states, which are found almost degenerate and forming a near-degeneracy line of almost equidistant $\mathrm{C}-\mathrm{Br}$ and $\mathrm{C}-\mathrm{Cl}$ bonds. A crossing point in the near-degeneracy line is identified as a conical intersection in this reduced two-dimensional space. The positions of the conical intersection located at CASSCF, single-state (SS)-CASPT2, and multistate (MS)-CASPT2 levels of theory are compared, also paying attention to the nonorthogonality problem of perturbative approaches. To validate the presence of the conical intersection versus an avoided crossing, the geometrical phase effect has been checked using the multiconfigurational MS-CASPT2 wave function.


## 1. Introduction

Conical intersections (CoIn) are photochemical funnels which allow radiationless transitions between electronic excited states. ${ }^{1}$ They occur when at least two potential energy surfaces (PESs) intersect. At the intersection, the two surfaces are degenerate, and a molecule can cross from one electronic state to another. Because the time scale on which a transition through a CoIn occurs is only of a few tens of femtoseconds (fs), as demonstrated by femtosecond laser technology and time-resolved spectroscopy, CoIns are the fastest way for an electronically excited molecule to relax back to the ground state or to a lowerlying electronic state. Until recently, CoIns were thought to be a curiosity; over the past years, it has been established that CoIns are ubiquitous. The high photostability of our genetic code is attributed to CoIns; light harvesting, vision, and a variety of essential upper atmospheric processes involve CoIns; and plenty of organic and inorganic molecules undergo CoIns upon ultraviolet (UV) irradiation. In all cases, the CoIn plays an important mechanistic role in the spectroscopy, photochemistry, and chemical kinetics of such processes.
CoIns can be classified according to different criteria, ${ }^{1}$ for instance, the role that symmetry plays in their existence. A CoIn is symmetry-required when the intersection occurs between two degenerate electronic excited states that belong to the same irreducible representation. An example ${ }^{1}$ is the Jahn-Teller intersection between the two E states in $C_{3 v}$ symmetry of $\mathrm{Na}_{3}$ Opposed to symmetry-required CoIns, accidental intersections are those where symmetry does not play a role. Here, one can distinguish between accidental symmetry allowed and same symmetry CoIns. The former corresponds to intersections that occur in a coordinate subspace where the two electronic states have different symmetry, and hence, they may cross freely. The latter refer to intersections between PESs of the same symmetry

[^0]According to the noncrossing rule, ${ }^{2}$ CoIns between states of the same symmetry are permitted in a space of dimension $\mathcal{N}$ 2 , the so-called seam space, where $\mathcal{N}$ is the number of internal degrees of freedom $(3 N-6)$. Thus, in diatomics, only states of different symmetry can cross, and states of same symmetry lead to an avoided crossing. In polyatomics, however, the noncrossing rule fails, in the sense that states of any symmetry are allowed to cross at any point of the $\mathcal{N}-2$ seam space, as pointed out by Teller ${ }^{3}$ in 1969, and largely demonstrated in the last years by many advances in computational photochemistry; see, for instance, refs 4 and 5. The lowest-energy point of the seam space or minimal point of the crossing seam (MXS) is normally referred to as the CoIn (although it is simply the lowest CoIn of the crossing seam).
Despite their omnipresence, CoIns (or MXS) are difficult to predict and locate. At a CoIn, the Born-Oppenheimer approximation breaks down, making it nontrivial to compute the properties of the system with standard quantum chemical methods. Several methods have been proposed to search for the degenerate points. ${ }^{4,6-10}$ For instance, Haas, Zilberg, and coworkers ${ }^{10}$ exploit the use of elementary reaction coordinates and the phase change rule to find a CoIn between the ground and lowest electronically excited states. The geometrical phase effect, proved first by Longuet-Higgings, ${ }^{11}$ states that, if the wave function changes sign when adiabatically transported round a loop in the nuclear configuration, then the loop must contain an odd number of CoIns. Consequently, given a loop for which the adiabatic wave function changes sign once, the loop contains a single CoIn. Therefore, one can construct a loop using, for instance, three points in the electronic ground state, for example, two reactants and one product; and by using elementary reaction coordinates, it is possible to find the point of degeneracy where the phase changes only once between two points. ${ }^{10}$ We note that this method, to our knowledge, has not been applied to locate CoIns between different electronically excited states.

Moreover, this method, as well as others (e.g., refs 4, 7, and 8), relies on the use of complete active space self-consistent field (CASSCF) ${ }^{12,13}$ or multireference configuration interaction (MRCI) wave functions. Recently, Serrano-Andrés et al. have addressed the issue of computing CoIns using single-state and multistate multiconfigurational second-order perturbation theory (singlestate SS-CASPT2 and multistate MS-CASPT2) in a number of test cases. ${ }^{14}$ In their paper, they illustrate the difficulties in obtaining correct solutions at SS-CASPT2 and MS-CASPT2 levels, and furthermore, even if it has no mathematical basis, they suggest a pragmatic criterion to distinguish a CoIn from an avoided crossing: namely, in a CoIn, the energy difference between the two states should be smaller than $2 \mathrm{kcal} / \mathrm{mol}$. As will be discussed later, this procedure is not straightforward if the PESs are close in energy in a large region of the space.

This paper addresses the question of finding an accidental-same-symmetry CoIn between the two low-lying electronically excited states of a model halomethane, $\mathrm{CH}_{2} \mathrm{BrCl}$. The photochemistry of halomethanes $\left(\mathrm{CH}_{2} \mathrm{XY}\right)$ has received a lot of attention because of its fundamental role in ozone depletion from the earth's ozone layer. ${ }^{15,16}$ When halomethanes absorb ultraviolet (UV) radiation, they are excited to various repulsive states where an electron is promoted from a lone-pair orbital of the halogen to a carbon-halogen antibonding orbital, $\mathrm{n}(\mathrm{Y}) \rightarrow \sigma^{*}-$ ( $\mathrm{C}-\mathrm{Y}$ ), leading to $\mathrm{C}-\mathrm{Y}$ dissociation. The question of whether $\mathrm{C}-\mathrm{Y}$ or $\mathrm{C}-\mathrm{X}$ bond-selective dissociation is possible has also been extensively addressed, both theoretically ${ }^{17,18}$ and experimentally. ${ }^{19-23}$ Different investigations ${ }^{20,21,24-26}$ have revealed that the UV photodissociation of these model compounds is largely dominated by nonadiabatic effects between the $\mathrm{n}(\mathrm{X}) \rightarrow \sigma^{*}(\mathrm{C}-$ $\mathrm{X})$ and $\mathrm{n}(\mathrm{Y}) \rightarrow \sigma^{*}(\mathrm{C}-\mathrm{Y})$ states. According to the spectroscopic notation of Herzberg, ${ }^{27}$ these transitions form the $\tilde{A}$ and $\tilde{B}$ bands; accordingly, the electronic ground state conforms to the $\tilde{\mathrm{X}}$-band. For the sake of consistency with previous publications, ${ }^{28,29}$ we prefer to refer to these states as $a^{1} \mathrm{~A}^{\prime}, \mathrm{b}^{1} \mathrm{~A}^{\prime}$, and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states, meaning the $\tilde{\mathrm{X}}^{1} \mathrm{~A}^{\prime}, \tilde{\mathrm{A}}^{1} \mathrm{~A}^{\prime}$, and $\tilde{\mathrm{B}}^{1} \mathrm{~A}^{\prime}$ states, respectively.

Interested in the photodissociation mechanism of halomethanes, we have recently characterized ${ }^{28}$ the vertical excitations of $\mathrm{CH}_{2} \mathrm{BrCl}$ and computed one-dimensional (1D) potential energy cuts along both dissociation channels, $\mathrm{C}-\mathrm{Br}$ and $\mathrm{C}-\mathrm{Cl}$, for the electronic ground state and the lowest eight singlet excited states ${ }^{29}$ using the MS-CASPT2 method. As we showed in ref 28, the usage of MS-CASPT2 is mandatory due to the strong Rydberg-valence mixing found at CASSCF and SSCASPT2 levels of theory at the equilibrium geometry. Below the first Rydberg state, MS-CASPT2 predicted four valence states corresponding to either $\mathrm{n}(\mathrm{Br}) \rightarrow \sigma^{*}(\mathrm{C}-\mathrm{Br})$ or $\mathrm{n}(\mathrm{Cl}) \rightarrow$ $\sigma^{*}(\mathrm{C}-\mathrm{Cl})$ transitions in good agreement with the UV spectrum measured by Orkin et al. ${ }^{30}$

Inspection of the $b^{1} A^{\prime}$ and $c^{1} A^{\prime}$ potential energy curves along the $\mathrm{C}-\mathrm{Br}$ and $\mathrm{C}-\mathrm{Cl}$ reaction coordinates ${ }^{29}$ indicated the presence of a curve crossing between these two states. To understand how the photoproducts $\mathrm{CH}_{2} \mathrm{Br}$ and $\mathrm{CH}_{2} \mathrm{Cl}$ are formed, the crossing found at $d(\mathrm{C}-\mathrm{Cl})=1.90 \AA$ in the 1 D potential was diabatized, and exploratory quantum dynamical simulations were performed indicating halogen fragmentation in less than $100 \mathrm{fs} .{ }^{29}$ This preliminary study cannot account, however, for the bifurcation the excited wave packet would follow after going through a CoIn. A previous attempt to predict the direction the excited wave packet follows after excitation was carried out by Takayanagi et al. fitting 2D model PES to spectroscopic data. ${ }^{25}$ These model surfaces ${ }^{25}$ are, however, not a good approximation for the $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ state, since they do not include the effects of several crossings between this and the
neighboring adiabatic states out of the Franck-Condon region. In addition, the analytic formula used to describe the crossing between the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states is qualitatively not correct, since it does not reflect the fact that in this system the noncrossing rule allows two neighboring potential surfaces to cross at a certain point. It is for that reason that we have undertaken the task of calculating 2D PESs and locating the crossing point for the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states with the help of highlevel ab initio computations. This is the aim of the present paper. Determination of the nonadiabatic couplings and the obtainment of regularized diabatized states ${ }^{31}$ for a same-symmetry CoIn, as well as 2D dynamical simulations, will be the subject of a subsequent publication. Note that, because we are reduced to two active coordinates, the obtained crossing point does not correspond to the lowest CoIn or to the MXS, but to some point in the $\mathcal{N}-2$ seam space. However, the two chosen coordinates represent the most important reaction coordinates in the system after photoexcitation, and with this assumption in mind, the located CoIn will be the accessible leaking point in the first steps of the reaction.

The paper is organized as follows. Section 2 describes the computational details. Section 3 presents a brief description of the conditions required to find a CoIn, and section 4 presents the results of the 2D PES for the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states and its CoIn. Finally, section 5 concludes.

## 2. Computational Details

2.1. Electronic Structure Calculations. All calculations have been done within $C_{s}$ symmetry. We recall from ref 28 that the nature of the transitions of $\mathrm{A}^{\prime}$ and $\mathrm{A}^{\prime \prime}$ symmetry is very similar due to the near-degeneracy of the molecular orbital lone pairs, and most of the $\mathrm{A}^{\prime}$ excitations are more intense than the $\mathrm{A}^{\prime \prime}$ counterparts. Therefore, we focus exclusively on the $\mathrm{A}^{\prime}$ states. Moreover, intersystem crossing is not competitive in the time scale in which dissociation takes place (ca. 100 fs ), so triplet states are not taken into account. The PES for the electronic ground and low-lying singlet excited states of $\mathrm{A}^{\prime}$ symmetry have been calculated starting from the equilibrium geometry of $\mathrm{CH}_{2}-$ BrCl , that has been obtained at the MP2 $(\mathrm{fc}) / 6-311+\mathrm{G}(\mathrm{d}, \mathrm{p})$ level of theory. ${ }^{28}$ The optimized parameters are $r(\mathrm{C}-\mathrm{Cl})=1.764 \AA$, $r(\mathrm{C}-\mathrm{Br})=1.933 \AA, r(\mathrm{C}-\mathrm{H})=1.086 \AA, \theta(\mathrm{BrCCl})=113.5^{\circ}$, $\theta(\mathrm{HCH})=111.2^{\circ}$, and $\theta(\mathrm{HCBr})=107.3^{\circ}$. The chosen reaction coordinates are the bond lengths $d(\mathrm{C}-\mathrm{Br})$ and $d(\mathrm{C}-\mathrm{Cl})$, which are varied over the ranges $1.65-6.0$ and $1.45-6.0 \AA$, respectively; the other geometrical parameters were kept fixed at their equilibrium values.
The energies have been obtained by means of multiconfigurational second-order perturbation theory. The reference wave function, which provides molecular orbitals, is initially determined from a state average CASSCF (SA-CASSCF) calculation. ${ }^{12}$ The dynamical correlation is then provided by the subsequent multistate second-order perturbation theory treatment (MS-CASPT2). Generally, contracted basis sets of the type atomic natural orbitals (ANO-L) were used for $\mathrm{C}, \mathrm{H}$, and Cl atoms: ${ }^{32}(14 \mathrm{~s} 9 \mathrm{p} 4 \mathrm{~d}) /[4 \mathrm{~s} 3 \mathrm{p} 2 \mathrm{~d}]$ for the C atom, $(8 \mathrm{~s} 4 \mathrm{p}) /[3 \mathrm{~s} 2 \mathrm{p}]$ for the H atoms, and $(17 \mathrm{~s} 12 \mathrm{p} 5 \mathrm{~d}) /[5 \mathrm{~s} 4 \mathrm{p} 2 \mathrm{~d}]$ for the Cl atom. For the Br atom, the relativistic core potential AIMP (9s8p4d)/[3s4p2d] (effective atomic number $Z=7.0$ ) was employed. ${ }^{33}$ Additionally, the basis sets for $\mathrm{C}, \mathrm{Cl}$, and Br have been augmented with an extra set of $2 s^{\prime} 2 p^{\prime} 1 d^{\prime}$ diffuse functions, ${ }^{34}$ to describe Rydberg states.

The active space used in the SA-CASSCF calculation consisted of 12 electrons correlated in 12 orbitals, including the main $\sigma, \sigma^{*}(\mathrm{C}-\mathrm{X})$ orbitals $(\mathrm{X}=\mathrm{Br}, \mathrm{Cl})$, the nonbonding halogen $n$ orbitals and Rydberg orbitals; further details can be
found in ref 28 . Since the inclusion of dynamical correlation at the CASPT2 level can drastically alter the order of states with respect to their order at the CASSCF level, it is necessary to include a sufficient number of states in the SA-CASSCF wave function to guarantee that no low-lying state is missing at the CASPT2 level. In the present case, 11 roots of $\mathrm{A}^{\prime}$ symmetry are necessary to describe correctly the low-lying valence states of $\mathrm{CH}_{2} \mathrm{BrCl}$ at the equilibrium geometry. ${ }^{28}$ At larger internuclear distances, the Rydberg states disappear, and thus, less roots could be used; ${ }^{29}$ however, for the sake of consistency, 11 roots have been considered over the whole space.

A well-known problem in CASPT2 is the occurrence of intruder states. The best way to remove them is to increase the active space; if this is not possible, the level-shift (LS) technique ${ }^{35}$ can be employed. In the present application, the LS was generally taken as 0.3 au except for three ranges $(d(\mathrm{C}-$ $\mathrm{Br}) \leq 2.5 \AA, d(\mathrm{C}-\mathrm{Cl}) \leq 1.7 \AA),(2.5 \AA<d(\mathrm{C}-\mathrm{Br}) \leq 5.0 \AA$, $d(\mathrm{C}-\mathrm{Cl}) \leq 2.3 \AA)$, and $(5.0 \AA<d(\mathrm{C}-\mathrm{Br}))$, in which an LS of 0.4 au was required in order to obtain balanced reference weights. To ensure consistency between the points obtained by $\mathrm{LS}=0.3$ and 0.4 au , the energies of each electronic state within the ranges mentioned above were corrected by the constant value of 0.1 eV .

The MS-CASPT2 approach uses a multidimensional reference space that simultaneously couples different single-state perturbation theory solutions (SS-CASPT2 or simply CASPT2) ${ }^{36}$ of the same symmetry, previously included in the SA-CASSCF wave function. In this way, spurious Rydberg-valence mixing can be removed, and near-degeneracies are well-described. ${ }^{37}$ This latter feature is very important for a correct description of avoided and especially real crossings, such as, e,g., a CoIn.

All the MS-CASPT2/CASSCF calculations were carried out using either the MOLCAS 5.0 or 6.0 quantum chemistry software. ${ }^{38}$
2.2. Interpolation. The 2D potential surfaces were obtained by fitting a 2D cubic spline for the ab initio data computed in an irregular mesh. The range of $1.65 \AA \leq d(\mathrm{C}-\mathrm{Br}) \leq 6.0 \AA$, $1.46 \AA \leq d(\mathrm{C}-\mathrm{Cl}) \leq 6.0 \AA$, was scanned so that resolution of the ab initio points generally changed from $0.05 \AA$ for small internuclear separations to $0.5 \AA$ for large ones. In the vicinity of the near-degeneracy between the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states, additional points with finer resolution were calculated. As we show later, the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states are found to be almost degenerate along a thin region along the line $d(\mathrm{C}-\mathrm{Br}) \approx d(\mathrm{C}-$ $\mathrm{Cl})$; therefore, the resolution of these additional ab initio points had to be fine in both directions to avoid erroneous kinks for the interpolated region. In the following, we will refer to the line where $d(\mathrm{C}-\mathrm{Br}) \approx d(\mathrm{C}-\mathrm{Cl})$, as a near-degeneracy line in which a CoIn is located. For practical reasons, the points in this region were chosen such that they lay on nine straight lines, determined by the constant differences, $d(\mathrm{C}-\mathrm{Br})-d(\mathrm{C}-\mathrm{Cl})$ $=0.06,0.07, \ldots, 0.14 \AA$. We will call these lines L6, L7, $\ldots$, L14. Each of these lines contain the points with the minimumenergy separation between the $c^{1} \mathrm{~A}^{\prime}$ and $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ states, i.e., each of these lines crosses the near-degeneracy line. The ab initio points lying in each of these lines were first interpolated by one-dimensional cubic splines with $0.01 \AA$ resolution. Then, the original ab initio data points (i.e., all excluding the additional points along the L6, L7, ..., L14 lines) were interpolated by a two-dimensional cubic spline with the same resolution for all three lowest electronic states. Finally, the energy values of the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states obtained by the interpolation of the original data points were replaced by the corresponding values of the interpolated L6, L7, ..., L14 lines. This method, being suited to
the topology of the avoided crossing region, ensured that no erroneous features are presented by the interpolation.

## 3. The Geometrical Phase Effect in Conical Intersections

To understand the nature of the crossing between two PESs, it is usually assumed that the two involved electronic states are well-separated from the rest of all possible states present on the molecule. Then, it is possible to write the crossing states $\Psi_{1}$ and $\Psi_{2}$ by a linear combination

$$
\begin{equation*}
\Psi_{i}=\tilde{c}_{i 1} \phi_{1}+\tilde{c}_{i 2} \phi_{2} \quad(i=1,2) \tag{1}
\end{equation*}
$$

where $\phi_{1}$ and $\phi_{2}$ are the electronic functions which together with the solutions for the rest of the electronic states form a complete orthonormal set. Under this assumption, the Hamiltonian for the two states in question can be written as

$$
H=\left(\begin{array}{ll}
H_{11} & H_{12}  \tag{2}\\
H_{21} & H_{22}
\end{array}\right)
$$

According to the noncrossing rule, ${ }^{39}$ two electronic states of the same symmetry and multiplicity are allowed to cross at one point of a two-dimensional conformational space. The reason is that the solutions of the secular equation for the above Hamiltonian are degenerate only if both conditions

$$
\begin{equation*}
H_{11}=H_{22} \text { and } H_{12}=H_{21}=0 \tag{3}
\end{equation*}
$$

are simultaneously fulfilled. ${ }^{39}$ It may be assumed that in the immediate neighborhood of the crossing point the matrix elements are linear functions of two independent coordinates $x$ and $y$ of the conformational space and with a proper choice of these coordinates the Hamiltonian can be written in a form, similar to that of ref 40 , so that it is diagonal for $x=0$ and the crossing takes place at $x=y=0^{39}$

$$
H \approx\left(\begin{array}{ll}
W+m x-k y & -l x  \tag{4}\\
-l x & W+m x+k y
\end{array}\right)
$$

where $W, m, k$, and $l$ are constant parameters. Solving the secular equation for this Hamiltonian, the energy difference between the states turns out to be $\Delta E=2 \sqrt{l^{2} x^{2}+k^{2} y^{2}}$-just as in ref 40 . Those points in the $x, y$ conformation space that belong to some constant $\Delta E=2 R$ value are located on an ellipse centered at $x$ $=y=0$ with the major axis lying on $x=0$ and $y=0$. To see the behavior of the wave functions for points on that ellipse, it is worth defining the angle $\theta$ by the equations $l x=-R \sin \theta$ and $k y=R \cos \theta$. Note that this definition is also similar to that of ref 40 but more suitable for the present situation (vide infra). Substituting these expressions into eq 4 and solving the Schrödinger equation for the CI coefficients, we obtain

$$
\begin{gather*}
\tilde{c}_{11}=\cos \left(\frac{\theta}{2}\right) \quad \tilde{c}_{12}=-\sin \left(\frac{\theta}{2}\right)  \tag{5}\\
\tilde{c}_{21}=\sin \left(\frac{\theta}{2}\right) \quad \tilde{c}_{22}=\cos \left(\frac{\theta}{2}\right)
\end{gather*}
$$

It can be seen that, as we move along the ellipse around the CoIn, all the coefficients $\tilde{c}_{i j}$ change sign and so do $\Psi_{1}$ and $\Psi_{2}$, as pointed out in ref 40. This feature, called "geometrical phase effect", can be used to differentiate a real crossing (i.e., a CoIn) from an avoided crossing.

Let us now consider a quasi-two-level system, similar to the one just described, where the two states are calculated within the MS-CASPT2 approach. ${ }^{14,37}$ The symmetrized effective

Hamiltonian, $H^{\text {eff }}$, used in the MS-CASPT2 method, can be written as

$$
H^{\mathrm{eff}} \approx\left(\begin{array}{cc}
E_{1}^{\mathrm{SS}} & \Delta / 2  \tag{6}\\
\Delta / 2 & E_{2}^{\mathrm{SS}}
\end{array}\right)
$$

where $\Delta$ is the sum of the off-diagonal elements of the Hamiltonian matrix and $E_{1}^{\mathrm{SS}}$ and $E_{2}^{\mathrm{SS}}$ are the energies of electronic states 1 and 2 at the SS-CASPT2 level. ${ }^{14}$ The wave function for electronic state $p$ at the SS-CASPT2 level is given by

$$
\begin{equation*}
\Psi_{p}^{\mathrm{SS}}=\Psi_{p}^{\mathrm{SA}-\mathrm{CAS}}+\Psi_{p}^{\mathrm{pert}} \tag{7}
\end{equation*}
$$

where $\Psi_{p}^{\text {pert }}$ is the first-order wave function for the state $p$ and $\Psi_{p}^{\mathrm{SA}-\mathrm{CAS}}{ }^{p}$ is the wave function at the SA-CASSCF level for the electronic state $p$ obtained as

$$
\begin{equation*}
\Psi_{p}^{\mathrm{SA}-\mathrm{CAS}}=\sum_{i} d_{p i}|i\rangle \tag{8}
\end{equation*}
$$

using the $|i\rangle$ notation for the CASSCF reference functions. The solution of the Schrödinger equation with the Hamiltonian given in eq 6, i.e., the MS-CASPT2 wave function $\Psi_{p}^{\text {MS }}$ for the electronic state $p$ can be then written as

$$
\begin{equation*}
\Psi_{p}^{\mathrm{MS}}=\sum_{i} c_{p i}|i\rangle+\Psi_{p}^{\text {pert }} \tag{9}
\end{equation*}
$$

The weighted sum of the reference functions on the right-hand side of eq 9 is called the perturbatively modified CASSCF (PMCAS) wave function, and it is different from the SACASSCF wave function, since the coefficients $c_{p i}$ are different from the coefficients $d_{p i}$. For degenerate SS-CASPT2 solutions, $\Delta$ is equal to the energy separation $\Delta E_{\mathrm{MS}}$ between the states at the MS-CASPT2 level. Similarly to the conditions given in eq 3, the states are degenerate at the MS-CASPT2 level only if both $E_{1}^{S S}=E_{2}^{S S}$ and $\Delta=0$ conditions are fulfilled simultaneously. ${ }^{14}$ Thus, the comparison of SS- and MS-CASPT2 energies is essential when searching for CoIns, as is clearly stated in ref 14: Both solutions, SS-CASTP2 and MSCASTPT2, should differ by less than $1-2 \mathrm{kcal} / \mathrm{mol}$ to consider results accurate. Moreover, to distinguish a CoIn from an avoided crossing, Serrano-Andrés et al. ${ }^{14}$ proposed $\Delta E_{\mathrm{MS}}<2$ $\mathrm{kcal} / \mathrm{mol}$ as a practical criterion. As will be illustrated later, this criterion is not enough to locate the CoIn for the present molecule, where there is an ample range of geometries with $\Delta E_{\mathrm{MS}}<2 \mathrm{kcal} / \mathrm{mol}$. In this case, we suggest investigating the geometrical phase effect as a further tool for proving the presence of a CoIn. By assuming that $\Psi_{p}^{\mathrm{MS}}$ is mainly determined by the first term in eq 9, the analysis of the geometrical phase effect can be done using the configuration-interaction (CI) coefficients $c_{p i}$. This requires that the reference functions do not change considerably at around the crossing, or in other words, that the change of the SA-CASSCF molecular orbitals in the vicinity of the crossing is negligible.

## 4. Results and Discussion

4.1. Topology of $\mathbf{b}^{1} \mathbf{A}^{\prime}$ and $\mathbf{c}^{1} \mathbf{A}^{\prime}$ Potential Energy Surfaces. In the following, we analyze the results obtained at the most accurate, MS-CASPT2, level of theory. Differences between results obtained at different levels of theory will be discussed in connection with the surface crossing in section 4.2.


Figure 1. MS-CASPT2 two-dimensional potential energy surfaces. Panels $a, b$, and $c$ show the potential energy surfaces for electronic states $a^{1} \mathrm{~A}^{\prime}, \mathrm{b}^{1} \mathrm{~A}^{\prime}$, and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$, respectively. The numbers indicate energy values (in eV ) measured from the minimum of the electronic ground state $\mathrm{a}^{1} \mathrm{~A}^{\prime}$. The energy separation between the neighboring contour lines is 0.25 eV .

Figure 1 shows the nonrelaxed adiabatic potential energy surfaces for the ground and two lowest electronically singlet excited states computed at the MS-CASPT2 level of theory. The state $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ has a saddle point at $d(\mathrm{C}-\mathrm{Br})=2.25, d(\mathrm{C}-\mathrm{Cl})$ $=2.19 \AA$. The vertical potential energy of the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ state at this point is 5.08 eV . At a very close geometry, the $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ state has


Figure 2. MS-CASPT2 one-dimensional potential energy cuts. Panels $a$ and $b$ show 1D cuts of the 2D potential energy surfaces for the $b^{1} A^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states along the $\mathrm{C}-\mathrm{Br}$ and $\mathrm{C}-\mathrm{Cl}$ reaction coordinates, with other reaction geometrical parameters fixed to their ground-state equilibrium values. The horizontal axis is in logarithmic scale; the energy is measured from the lowest-energy value of the $a^{1} \mathrm{~A}^{\prime}$ state. The Franck-Condon point is indicated by an arrow in both panels. Points show the calculated ab initio values; solid lines are the corresponding cuts of the 2D splined surfaces. The excitations characterizing the electron structure at different regions are noted by capital letters, whereas the approximate position of the borders of these regions are indicated schematically by dashed lines. Note that only the electron structures in and beyond the Franck-Condon region are indicated. Panel c displays the contour plot of the potential energy of $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ state with thin lines. The positions of the Franck-Condon point and that of the CoIn are indicated by the notations FC and CoIn, respectively. The electron configuration was determined in each point of the grid shown by dashed lines. Domains of electronic configurations for the $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ state are displayed schematically using bold lines. The excitations, describing the different regions, are noted by the same letters used in panels $a$ and $b$. The assignment is given next to panel c .
its global minimum, with an excitation energy of 5.27 eV , i.e., the energy gap between the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ at this point is ca. 0.19 eV . As seen in Figure 1c, there exist two additional local minima in the $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ potential energy surface: one located at $d(\mathrm{C}-\mathrm{Br})=1.89, d(\mathrm{C}-\mathrm{Cl})=2.99 \AA$, and the other at $d(\mathrm{C}-\mathrm{Br})$ $=3.32, d(\mathrm{C}-\mathrm{Cl})=1.65 \AA$. The corresponding energies are 5.97 and 5.93 eV , respectively.

At large distances, the two lowest states become degenerate, i.e., the energy difference is less than some millielectronvolts. In other words, if $d(\mathrm{C}-\mathrm{Cl})>5 \AA, E\left(\mathrm{a}^{1} \mathrm{~A}^{\prime}\right) \approx E\left(\mathrm{~b}^{1} \mathrm{~A}^{\prime}\right)$ for any $d(\mathrm{C}-\mathrm{Br})$; if $d(\mathrm{C}-\mathrm{Br})>5 \AA$, the $E\left(\mathrm{a}^{1} \mathrm{~A}^{\prime}\right) \approx E\left(\mathrm{~b}^{1} \mathrm{~A}^{\prime}\right)$ for any $d(\mathrm{C}-\mathrm{Cl})$; and, if both $d(\mathrm{C}-\mathrm{Br})$ and $d(\mathrm{C}-\mathrm{Cl})$ are greater than 5 $\AA$, then $E\left(\mathrm{a}^{1} \mathrm{~A}^{\prime}\right) \approx E\left(\mathrm{~b}^{1} \mathrm{~A}^{\prime}\right) \approx E\left(\mathrm{c}^{1} \mathrm{~A}^{\prime}\right)$.

Figure 2 shows one-dimensional (1D) potential cuts of the 2D PES along $\mathrm{C}-\mathrm{Br}$ and $\mathrm{C}-\mathrm{Cl}$ coordinates, keeping the other carbon-halogen distance as well as all the other nondisplayed coordinates at the equilibrium geometry. In agreement with our previously calculated 1D potential energy curves, ${ }^{29}$ the first adiabatic excited state is directly dissociative in the $\mathrm{C}-\mathrm{Br}$ direction (cf. Figure 2a) but also dissociative in the $\mathrm{C}-\mathrm{Cl}$ direction via the crossing between the $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ states (cf. Figure 2 b ). In the 1 D cut along the $\mathrm{C}-\mathrm{Cl}$ direction $(d(\mathrm{C}-\mathrm{Br})$ $=1.93 \AA$ ), this crossing takes place at $d(\mathrm{C}-\mathrm{Cl})=1.9 \AA$ with an energy gap of $0.37 \mathrm{eV} .{ }^{29}$ The adiabatic state $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ is less steep in the $\mathrm{C}-\mathrm{Cl}$ direction than in the $\mathrm{C}-\mathrm{Br}$ one, indicating preferential $\mathrm{C}-\mathrm{Br}$ bond fission after excitation to the first electronic excited state, in agreement with experimental obser-
vations. ${ }^{19,22}$ The $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ state is closed for the $\mathrm{CH}_{2} \mathrm{BrCl} \rightarrow \mathrm{CH}_{2}$ $+\mathrm{Br}+\mathrm{Cl}$ reaction. In contrast, the $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ state is closed for both $\mathrm{CH}_{2} \mathrm{BrCl} \rightarrow \mathrm{CH}_{2} \mathrm{X}+\mathrm{Y}(\mathrm{X}, \mathrm{Y}=\mathrm{Br}, \mathrm{Cl})$ directions, but it is "almost" open for the $\mathrm{CH}_{2} \mathrm{BrCl} \rightarrow \mathrm{CH}_{2}+\mathrm{Br}+\mathrm{Cl}$ reaction, especially if we consider geometry relaxation, which is not taken into account in the present investigations.
4.2. Electronic Structure of the Excited States. To evidence the CoIn (vide infra), it helps to analyze the composition of the wave function describing the adiabatic $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states in the whole coordinate space.

First, let us recall the electronic configuration of $\mathrm{CH}_{2} \mathrm{BrCl}$ at equilibrium geometry in the electronic ground state. Placing the C atom at the origin of the coordinate system, with the Br atom on the $z$ axis and the Cl in the $x z$ plane, the closed-shell ${ }^{1} \mathrm{~A}^{\prime}$ ground state corresponds to the $\sigma(\mathrm{C}-\mathrm{Cl})^{2} \sigma(\mathrm{C}-\mathrm{Br})^{2} \mathrm{n}_{z}(\mathrm{Cl})^{2}$ $\mathrm{n}_{x}(\mathrm{Br})^{2} \mathrm{n}_{y}(\mathrm{Cl})^{2} \mathrm{n}_{y}(\mathrm{Br})^{2} \sigma^{*}(\mathrm{C}-\mathrm{Cl})^{0} \sigma^{*}(\mathrm{C}-\mathrm{Br})^{0}$ configuration. At the equilibrium geometry, MS-CASPT2 predicts two valence excited states of $\mathrm{A}^{\prime}$ symmetry below the lowest Rydberg state at 6.12 and 7.18 eV , respectively, in good agreement with the experimental UV spectrum. ${ }^{28,30}$ The corresponding transitions are $\mathrm{n}_{x}(\mathrm{Br}) \rightarrow \sigma^{*}(\mathrm{C}-\mathrm{Br})$ and $\mathrm{n}_{z}(\mathrm{Cl}) \rightarrow \sigma^{*}(\mathrm{C}-\mathrm{Cl})$, respectively.

Figure 2a,b presents the 1D cuts of the two states along the $\mathrm{C}-\mathrm{Br}$ and $\mathrm{C}-\mathrm{Cl}$ distances, respectively. In accord with our previous investigations obtained using nine roots, ${ }^{29}$ it is found that the lowest adiabatic $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states present a complicated wave function composition, coming from avoided crossings with upper states. Note that only the electron structure


Figure 3. Energy difference between the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states calculated at the MS-CASPT2 level. The contour levels are increasingly logarithmic. The Franck-Condon point and the position of the conical intersection are indicated by the notations FC and COIN, respectively.
in and beyond the Franck-Condon region are indicated in the figure. The approximate position of the borders between regions of different electron configurations denoted by capital letters is indicated schematically by dashed lines. The electron structure of state $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ changes rapidly via avoided crossings as a function of only one $\mathrm{C}-\mathrm{X}$ distance $(\mathrm{X}=\mathrm{Br}$ or Cl$)$ when the rest of the coordinates are fixed to their equilibrium values. In contrast, the electron structure of the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ state can be described either by a $\mathrm{n}_{x}(\mathrm{Br}) \rightarrow \sigma^{*}(\mathrm{C}-\mathrm{Br})$ or $\mathrm{n}_{z}(\mathrm{Cl}) \rightarrow \sigma^{*}(\mathrm{C}-\mathrm{Cl})$ excitation.

Figure 2 c shows the complexity of the $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ wave function in 2D. Together with the contours of the $c^{1} \mathrm{~A}^{\prime}$ PES, a rough separation between regions of different electron configurations is indicated by bold lines. We observe that the borders between the different electronic structure regions follow the topology of the surface: The points where the course of the contour lines changes suddenly coincides very well with the meeting points of the regions with different electronic structure. Consequently, the sudden changes of the wave function can be explained as avoided crossings between the different diabatic states which contribute to the adiabatic $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ state.

When the distances $\mathrm{C}-\mathrm{Br}$ and $\mathrm{C}-\mathrm{Cl}$ change simultaneously, the $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ can be described as either $\mathrm{n}_{x}(\mathrm{Br}) \rightarrow \sigma^{*}(\mathrm{C}-\mathrm{Br})$ or $\mathrm{n}_{z^{-}}$ $(\mathrm{Cl}) \rightarrow \sigma^{*}(\mathrm{C}-\mathrm{Cl})\left(\mathrm{cf}\right.$. Figure 2c). The same is true for the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ state. The properties of the crossing between these two states are discussed below.
4.3. The $\mathbf{b}^{1} \mathbf{A}^{\prime} / \mathbf{c}^{1} \mathbf{A}^{\prime}$ Conical Intersection. The energy difference between states $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ at the MS-CASPT2 level is displayed in Figure 3. This difference potential surface clearly illustrates that the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states are almost degenerated along a big region of the $d(\mathrm{C}-\mathrm{Br}) \approx d(\mathrm{C}-\mathrm{Cl})$ line forming what we defined as a near-degeneracy line. The minimum energy separation between states $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ at the MSCASPT2 level is found at the point $d(\mathrm{C}-\mathrm{Br})=3.4 \AA$ and $d(\mathrm{C}-$ $\mathrm{Cl})=3.28 \AA$, with an energy gap $\Delta E_{\mathrm{MS}}=0.35 \mathrm{meV}$; therefore, we considered this point to be the location of the CoIn in the 2D subspace.

Most of the CoIns described in the literature are calculated using the CASSCF method, assuming that the location of the degeneracy is the same when dynamical correlation is included but shifted in energy. Because our molecular system shows a large region where two states are very close in energy at the


Figure 4. Energy differences around the near-degeneracy line at different levels of theory. Panel a shows the points computed to define the near-degeneracy line at the MS-CASPT2 level. Panels b, c, and d show the $\Delta E=E\left(\mathrm{c}^{1} \mathrm{~A}^{\prime}\right)-E\left(\mathrm{~b}^{1} \mathrm{~A}^{\prime}\right)$ values obtained at the SA-CASSCF, SS-CASPT2, and MS-CASPT2 levels of theory, respectively. The numbers indicate the line of constant difference in the bond lengths (in $10^{-2} \AA$ ).

MS-CASPT2 level of theory, we found it interesting to analyze the behavior of the PES at different levels of theory, namely, CASSCF, SS-CASPT2, and MS-CASPT2. The results are summarized in Figure 4. The points in the vicinity of the neardegeneracy line are shown in Figure 4a. The points are selected from lines of constant $d(\mathrm{C}-\mathrm{Br})-d(\mathrm{C}-\mathrm{Cl})$ distances, termed


Figure 5. Geometrical phase effect. Panel a shows eight points around the CoIn for similar $\Delta E=E\left(\mathrm{c}^{1} \mathrm{~A}^{\prime}\right)-E\left(\mathrm{~b}^{1} \mathrm{~A}^{\prime}\right)$. The indices of the points are shown next to each point with corresponding $\Delta E$ (in meV ) in parentheses. The CoIn is indicated by " Cl ". Panel b shows the same points after a coordinate transformation (see text). An ellipse centered in the CoIn was fitted to the points and depicted by dashed lines in the figure. Panels c and d show the two major CI coefficients for the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states, respectively. The point " -8 " is identical to point 8 with reversed coefficient signs. The angles $\theta$ are determined using the parameters of the ellipse shown in panel b .

L7, L8, ..., and so forth (see section 2.2). For example, 14 means that, for each point on this line, the $d(\mathrm{C}-\mathrm{Cl})$ value is given as $d(\mathrm{C}-\mathrm{Br})-0.14 \AA$.

The $E\left(\mathrm{c}^{1} \mathrm{~A}^{\prime}\right)-E\left(\mathrm{~b}^{1} \mathrm{~A}^{\prime}\right)$ energy gap values at the three different levels of theory are presented in Figure 4b-d. The minima of these lines lie at the near-degeneracy line displayed in Figure 3. At the SA-CASSCF level (Figure 4b), the lowest-energy gap, and therefore the CoIn, can be assigned to $d(\mathrm{C}-\mathrm{Br})=3.2$ and $d(\mathrm{C}-\mathrm{Cl})=3.12 \AA$, slightly different from $d(\mathrm{C}-\mathrm{Br})=3.4$ and $d(\mathrm{C}-\mathrm{Cl})=3.28$, obtained at the MS-CASPT2 level. Interestingly, the energy gap at SA-CASSCF is much larger than that obtained using perturbation techniques. Comparison of SS- and MS-CASPT2 energies shows that the degeneracy observed at the SS-CASPT2 level is maintained over a larger range of geometries than for the case of MS-CASPT2 energies, where the degeneracy is restricted to the immediate vicinity of the position $d(\mathrm{C}-\mathrm{Br})=3.4 \AA, d(\mathrm{C}-\mathrm{Cl})=3.28 \AA($ cf. Figure 4 d$)$. The fact that the profile of L11 and L12 curves is very similar at SS-CASPT2 and MS-CASPT2 levels of theory tells us that the SS-CASPT2 states are orthogonal at these points, confirming the realiability of the CoIn position. Note that, with the SSCASPT2 method alone, one would not be able to assign the CoIn. Because the energy gap at the minimum of L12 is the smallest, we assigned the CoIn to this point. At this geometry, the (asymmetric) off-diagonal MS-CASPT2 Hamiltonian elements ${ }^{14}$ between the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states, $H_{12}$ and $H_{21}$, are 0.45 and $0.38 \mathrm{kcal} / \mathrm{mol}$, i.e., relatively similar and very small, indicating that the SS-CASPT2 solutions are already orthogonal, as confirmed by the MS-CASPT2 solution. The average (symmetric) off-diagonal MS-CASPT2 Hamiltonian ${ }^{14} \Delta$ is then computed as $0.07 \mathrm{kcal} / \mathrm{mol}$; note that this splitting due to the
orthogonality of the states also takes into account the interaction between the other states, besides $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$.

Figure 4, as well as Figure 3, shows that the qualitative criterion of $\Delta E<2 \mathrm{kcal} / \mathrm{mol}(87 \mathrm{meV})$ to locate a CoIn ${ }^{14}$ cannot be used in $\mathrm{CH}_{2} \mathrm{BrCl}$, because the energy gap is smaller than this value all along the near degeneracy line for $d(\mathrm{C}-\mathrm{Br})>$ $2.4 \AA$. Moreover, the two involved states become degenerate for simultaneously diverging internuclear separations; therefore, the criterion of minimum-energy difference alone does not suffice to locate a CoIn. Instead, we suggest proving the existence of a real CoIn by investigating the geometrical phase effect (GPE).

To illustrate the GPE, the configuration interaction (CI) coefficients defined in eq 9 have been investigated and compared to the expected behavior-described in section 3. Prerequisites for this analysis are that the two electronic states in question are separated from the rest of the states and that the change of the reference functions in the investigated region is negligible. The $b^{1} A^{\prime}$ and $c^{1} A^{\prime}$ states are energetically well separated from the rest of the electronic states at around the CoIn. At the position of the CoIn, both the energy gap between states $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{d}^{1} \mathrm{~A}^{\prime}$ and the gap between states $\mathrm{a}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ are ca. 0.3 eV , which is orders of magnitude larger than the energy gap between the crossing states at around the CoIn.

Furthermore, we have analyzed the electronic structure of the reference functions, i.e., the SA-CASSCF molecular orbitals involved in the two crossing states, for each point around the CoIn (see later). We found that the deviation in the main atomic orbital coefficients of the active molecular orbitals is typically much less than $10 \%$. Likewise, the deviation of the bond-lengths
of the selected points around the CoIn is also less than $10 \%$. Consequently, the change of the reference functions can be neglected.

To make the investigation of the GPE easier, the original coordinate system $(d(\mathrm{C}-\mathrm{Br}), d(\mathrm{C}-\mathrm{Cl}))$ was shifted into the CoIn and was rotated by $43.7^{\circ}$. The new coordinate system, denoted $(X, Y)$, suits the present situation inasmuch as the neardegeneracy line lies on axis $X$, with the CoIn in the origin, as it was assumed in section 3 . We select ab initio points with constant $\Delta E_{\mathrm{MS}} \approx 2 \mathrm{meV}$ energy gap to fit an ellongated ellipse with the origin in the CoIn. The selected points and the fitted ellipse in the transformed coordinate system are presented in Figure 5a,b, respectively. The ratio of the main axis of the ellipse gives the ratio of parameters $k$ and $l$ (cf. section 3) as $k / l=$ 183.5.

As is typical for multiconfigurational wave functions at each selected geometry, the wave function is composed of more than two electronic configurations. There are, however, two configurations for which either one or the other had the CI coefficient with the largest absolute value for all the selected conformations at around the CoIn. Therefore, these configurations can be regarded as the main configurations, and thus to illustrate the GPE, we have considered only the coefficients of these two configurations. The SA-CASSCF reference functions belonging to these coefficients can be assigned as $|1\rangle: \mathrm{n}_{z}(\mathrm{Cl})$ $\rightarrow \sigma^{*}(\mathrm{C}-\mathrm{Cl})$ and $|2\rangle: \mathrm{n}_{x}(\mathrm{Br}) \rightarrow \sigma^{*}(\mathrm{C}-\mathrm{Br})$. The corresponding CI coefficients, $c_{p i}(p, i=1,2)$ (cf. eq 9 ) as a function of $\theta$ are presented in Figure 5c,d; $\theta$ is computed as $\arctan (-l x / k y)$ from the $(x, y)$ coordinates of the selected points according to the definition of $\theta$ in section 3. The behavior of the CI coefficients for the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states is as predicted by eq 5 , proving the existence of a real CoIn in the reduced 2D subspace. It is gratifying to see that the deviation of the curves from the exact sinusoidal shapes is rather small. The norm $\left|c_{i 1}\right|^{2}+\left|c_{i 2}\right|^{2}$ is less than the unity because other configurations in the PMCAS wave function have been neglected; yet, their CI coefficients have been also investigated, finding that they also change sign once for a loop around the CoIn, as expected for a CoIn.

## 5. Conclusion

Two-dimensional nonrelaxed potential energy surfaces for the three lowest singlet electronic states of $\mathrm{A}^{\prime}$ symmetry were computed for the $\mathrm{CH}_{2} \mathrm{BrCl}$ molecule as a function of the two carbon-halogen bond lengths, corresponding to the two primary photodissociation pathways of the molecule. The potential surfaces were determined at the MS-CASPT2 level of theory due to the inability of variational methods to describe correctly valence and Rydberg states. A global minimum of the $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ surface was located at $d(\mathrm{C}-\mathrm{Br})=2.24$ and $d(\mathrm{C}-\mathrm{Cl})=2.20$ $\AA$. Along the line of $d(\mathrm{C}-\mathrm{Br}) \approx d(\mathrm{C}-\mathrm{Cl})$, the $\mathrm{b}^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states are very close in energy. Along this line, a CoIn at $d(\mathrm{C}-$ $\mathrm{Br})=3.40, d(\mathrm{C}-\mathrm{Cl})=3.28 \AA$ is located using very fine resolution and MS-CASPT2 energies. The location of the CoIn was also investigated using the CASSCF and SS-CASPT2 approaches. The position of the CoIn at MS-CASPT2 can also be found at the SS-CASPT2 level, showing that at the CoIn geometry the SS-CASPT2 wave functions are already orthogonal.

CoIns determined by numerical procedures are never exactly degenerate and CoIns arising from two states of the same symmetry are difficult to anticipate (Yarkony following Berry ${ }^{42}$ notation termed such CoIn diabolical ${ }^{4,43}$ ). Therefore, in these cases, the verification of the GPE is the only evidence of the existence of a CoIn. Here, we employed the multiconfigurational
second-order perturbation wave functions to follow the GPE. To our knowledge, this is the first time that the GPE has been investigated numerically using the MS-CASPT2 procedure between two electronically excited states of the same symmetry, although this procedure has been reported many times using SA-CASSCF and MRCI wave functions (see, for instance, refs 4 and 41).

Since the energy gap between $b^{1} \mathrm{~A}^{\prime}$ and $\mathrm{c}^{1} \mathrm{~A}^{\prime}$ states is extremely small along a large region of the space, even before the CoIn, it is an open question whether the CoIn really does take part in the photodissociation dynamics, especially in the $\mathrm{CH}_{2} \mathrm{BrCl}+h \nu \rightarrow \mathrm{CH}_{2} \mathrm{Br}+\mathrm{Cl}$ reaction, or is it the part of the near-degenerated region, well before the CoIn and closer to the Franck-Condon region, which plays the crucial role in the nonadiabatic photochemistry of $\mathrm{CH}_{2} \mathrm{BrCl}$. Wave packet propagations to investigate the dynamic behavior of the system are in progress.
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